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LR AKIESHESR! (Large Language Models)

> RIESHREE—ESHEE

> RESREZ—MHENEIESIRE

> RIESHRYEUZ—MMINGESHRE

> RESRERVRENARBMABIEN, TEMRT:
> XAFEANRNIEFTERTERMMESHTNLGESHEE (NBERT)
> FHERRIRAK (BHZEBTEE) HEEGRREMENNESRE

> RIESHRBEBIAESHFELER, HRARLKAXLEERNMUNZNRE
X, MAEBRZHNAEMNGESREMTEZHEAES, RIALRE
e il-pkE K

> PIChatGPTARFMANIBESREIE TEANRTY], EERA—MEE MR
A, EREFESLENEEN AT ERESENARFAALE~ETERNZ
Md, #OAAR—MEHIALEERRMEATER.
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» A language can also be defined as a probabilistic distribution over all the
possible sentences.

> A statistical language model is a probability distribution over sequences of
words (sentences) in a given language L:

Z PLM(S) =1

sevVt

> Or:

Z PLM(S) =

S=W{W)... Wy
wieV,n>0

2(1) total:64 S HuawEl SO0
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Language Modeling is the task of predicting what word comes

next. books
/ laptops
the students opened their /
\\ exams
minds
* More formally: given a sequence of words V), 2 ... a®),

compute the probability distribution of the next word z(+1) :
t+1 t 1
P 2® )
where z("*1) can be any word in the vocabulary V' = {w, ..., w|y}

¢ A system that does this is called a Language Model.
Christopher Manning, Natural Language Processing with Deep Learning, Standford U. CS224n
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BERENLR

NS =8
HEMEESIRE
BIMEMEIESIEE
Transformerig = {2 !
FiNZIES 1R (Pre-trained Language Models, PLMs)
> BERT: WEHEHEIESHER
> GPT: #ifigf5s5iE51RE
KEE A FNZIBES A (Large Language Models, LLMs)

> GPT-3
> ChatGPT

vvyyvyVvyy

v
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FilZiE SR8 (Pre-trained Language Models, PLMs)

> #EAKIR: ELMo, BERT, GPT
» Pre-training-then-fine-tuning3e 3\

> {FiEpre-trainingf EF I BIRES RAETHET

ZATESS: MLM/NSP

NSP Mask LM Mask LM
Py *

VAT 40T/ FHIbRES

()G Gl G
BERT
[eaJle ] [ellewm]le]. [&]

EE- Eae=E- &

Masked Sentence A Masked Sentence B

Unlabeled Sentence Aand B Pair

T

FARTEITNZR A

Pre-training

4 total:64

Star/End Span

G- Ce=)E]- G
BERT

o] CEllm]le]). [&]

EE- CIEE.- 6

Question Paragraph
‘Question Answer Pair
Fine-Tuning

(Devlin et al., 2018)

WHES

Pre-traing £ BUK i 47 28011115 5 4%
[Mask][Mask][Mask][Mask] 3} g

=1 B=2 He4 =8 Nele  N=32  Need =512
T love peanut butter and je!ly sandviches.

T love peanut butter and

sa

1 wt butter and hread, Thamks/! Thi

S Huawer TSR Ao



Transformerfz#Y

Qutput: Probabilities over tokens

hy W,

| Transposed embedding W |

Transformer Block
Repeat x L=12

h; = transformer_block(h,_1)
£=1,...,L

/

-------------- XWe+Wp------7
I Embedding matrix W, |

T

Input: x

Liliang Wen, Generalized Language Models: Ulmfit & OpenAl GPT (blog)

0
x>
I

>z
>0
Q

HUAWEI

~

5 total:64 S


https://www.topbots.com/generalized-language-models-ulmfit-openai-gpt

BiEE

Scaled Dot-Product Attention

MultiHead(Q, K, V) = Concat(heads, ..., heady, ) W
where head; = Attention(QWiQ7 KEWE vwY)

6 (1) total:64

FIHLE (self-attention)

Multi-Head Attention

(Vaswani et al., 2017)

N

Positional @—G'
Encoding

Add & Norm
Feed
Forwai

(Add & Norm
Multi-Head

i1 Attention

Input
Embedding

Inputs

¢

. Q
Attention(Q, K, V') = softmax(
Vg

]

HUAWEI
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B E=01E (self-attention)

> T MokenZiEid T BIRENS MG E]
> HIENELSPEEMARIEME L

«

Layer:| 0 4|Attention:| All

«~

Layer:| 0 ¢ Attention:| All

[

[CLS] [CLS] [CLS] - [CLS]
the - the the the
rabbit - rabbit rabbit rabbit
quickly - quickly quickly quickly
hopped - ~ hopped hopped hopped
[SEP] -~ [SEP] [SEP] [SEP]
the the the the
turtle - turtle turtle turtle
slowly - slowly slowly slowly
crawled - crawled crawled crawled
[SEP] - ~ [SEP] [SEP] [SEP]

(BertViz tool, Vig et al., 2019)
Y2 Huawel “PRSRT Re
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F— I KIESER: GPT2

Language Models are Unsupervised Multitask Learners

Alec Radford *' Jeffrey Wu *! Rewon Child' David Luan' Dario Amodei **' Tlya Sutskever **'

Parameters  Layers  dmodet

117M 12 768

345M 24 1024
762M 36 1280
1542M 48 1600

Radford et al. “Language Models Are Unsupervised Multitask Learners.” OpenAl Blog., February 24, 2019, 24.

7(1) total: 64 Y2 Huawer )



F— I KIESER: GPT2

Reading Comprehension Translation Summarization 10 Question Answering
90 jHuman 25 {Unsupervised Statistical MT--~| 32l ead-3 -~~~
80 : 30 81 TOpen Domain QA Systems 1 1
20 N PGNet oo
28
70 w
DrQA+PGNet " 8 26 > 6
> 15 {Denoising + Backtranslate:----15 K
o 60 =t % 54 1seq2seq + Attn-— - 5
DrQA @ 5 azseq g .
50 10 {Embed Nearest Neighbor- L 22 <
PGNet Denoising © Random-3-- gee—=="""- =
o
40 5 z 2
18 ==~-most freq Q-type answer|
30
———————————————————— Seq2seq 16 o
117M 345M 762M  1542M 117M 345M 762M  1542M117M 345M 762M  1542M117M 345M 762M  1542M
# of parameters in LM # of parameters in LM # of parameters in LM # of parameters in LM

Figure 1. Zero-shot task performance of WebText LMs as a function of model size on many NLP tasks. Reading Comprehension results
are on CoQA (Reddy et al., 2018), translation on WMT-14 Fr-En (Artetxe et al., 2017), summarization on CNN and Daily Mail (See et al.,
2017), and Question Answering on Natural Questions (Kwiatkowski et al., 2019). Section 3 contains detailed descriptions of each result.

Radford et al. “Language Models Are Unsupervised Multitask Learners.” OpenAl Blog., February 24, 2019, 24.

7(2) total:64 &2 HuAawE!



MGPT-3Z|ChatGPT

GPT-3

GPT-3.5 Series

Series

4

l Large-scale language model pretraining
Training on code

GPT-3 Initial i i
l_ ﬁ Instruction tuning

Codex Initial InstructGPT Initial

l LM + code training then instruction tuning

l Supervised instruction tuning

RLHF l_ _l RLHF

Yao Fu, How does GPT Obtain its Ability? Tracing Emergent Abilities of Language Models to their Sources (Blog)
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Extracting Training Data from Large Language Models
Nicholas Carlini, Google; Florian Tramér, Stanford University; Eric Wallace,

UC Berkeley; Matthew Jagielski, Northeastern University; Ariel Herbert-Voss,
OpenAl and Harvard University; Katherine Lee and Adam Roberts, Google;
Tom Brown, OpenAl; Dawn Song, UC Berkeley; Ulfar Erlingsson, Apple;
Alina Oprea, Northeastern University; Colin Raffel, Google

https:/www.usenix.org/conference/usenixsecurity21/presentation/carlini-extracting

This paper is included in the Proceedings of the
30th USENIX Security Symposium.
August 11-13, 2021

N. Carlini F. Tramer E. Wallace M. Jagle\tk\ A. Herbert-Voss K. Lee
Stanford Berkeley Northeastern Harvard Google

7 [

A. Roberts T. Brown D. Song U. Erlingsson A. Oprea C. Raffel

Google OpenAl Berkeley Apple Northeastern Google

9 total:64

Abstract

It has become common to publish large (billion parameter)
language models that have been trained on private datasets.
This paper demonstrates that in such settings, an adversary can
perform a training data extraction attack to recover individual
training examples by querying the language model.

We demonstrate our attack on GPT-2, a language model
trained on scrapes of the public Internet, and are able to extract
hundreds of verbatim text sequences from the model’s training
data. These extracted examples include (public) personally
identifiable information (names, phone numbers, and email
addresses), IRC conversations, code, and 128-bit UUIDs. Our
attack is possible even though each of the above sequences
are included in just one document in the training data.

We comprehensively evaluate our extraction attack to un-
derstand the factors that contribute to its success. Worryingly,
we find that larger models are more vulnerable than smaller
models. We conclude by drawing lessons and discussing pos-
sible safeguards for training large language models.

2 HuAWEI o)
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Name Release date Developer Number of parameters Corpus size
GPT-2 2019-02-14|OpenAl 1.5 billion 40GB (~10 billion tokens)
GPT-3 2020-06-11|OpenAl 175 billion 499 billion tokens
GPT-Neo 2021-03-01|EleutherAl 2.7 billion 825 GiB
PanGu-a 2021-04-26|"Cn9eheng Lab and: g pijion 40 billion tokens
GPT-J 2021-06-01[EleutherAl 6 billion 825 GiB
Negatron-Turing | 5021-10-01Microsoft and Nvidia (530 billion 338.6 billion tokens
Gopher 2021-12-01|DeepMind 280 billion 300 billion tokens

GLaM (Generalist

Applications)

Language Model) 2021-12-01|Google 1.2 trillion (sparse) 1.6 trillion tokens

Ernie 3.0 Titan 2021-12-01|Baidu 260 billion 4Tb

Claude 2021-12-01|Anthropic 52 billion 400 billion tokens
LaMDA (Language .
Models for Dialog | 2022-01-01|Google 137 billion eglveidsieshollion

tokens

&2 HuAawE!
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10 (2) total:64

Name Release date Developer Number of parameters Corpus size

GPT-NeoX 2022-02-01[EleutherAl 20 billion 825 GiB

Chinchilla 2022-03-01|DeepMind 70 billion 1.4 trillion tokens

PalM (Pathways | 5555 04_01|Google 540 billion 768 billion tokens

Language Model)

OPT (Open

Pretrained 2022-05-01|Meta 175 billion 180 billion tokens

Transformer)

YaLM 100B 2022-06-01[Yandex 100 billion 1.7TB
38.5B tokens from
webpages filtered for

Minerva 2022-06-01|Google 540 billion mathematical content and
from papers submitted to
the arXiv preprint server

BLOOM 2022-07-01|-8rge collaboration ;75,40 350 billion tokens (1.6TB)

led by Hugging Face

AlexalM (Teacher | 5025 11_01{amazon 20 billion 13 trillion

Models)

LLaMA (Large

Language Model 2023-02-01|Meta 65 billion 1.4 trillion

Meta Al)

GPT-4 2023-03-01({OpenAl Unknown Unknown

PanGu-X 2023-03-20|Huawei 1 trillion (sparse) 300 billion tokens

&2 HuAawE!

R NOAH'S
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Fil&iE SR (PLMs) vs. XKiBS1&EE! (LLMs)

FINIBES1RE KIESHER
Pre-trained Language Models Large Language Models
(PLMs) (LLMSs)
HAER ELMo, BERT, GPT GPT-2, GPT-3
1R BiLSTM, Transformer Transformer
FERI 24 Encoder, Encoder-decoder, Decoder
Decoder
EE S Bidirectional. Unidirectional Unidirectional
g Mask & Predict Autoregressive Generation
Autoregressive Generation
ERES AR NLU NLU & NLG
RIS 0.1-1B parameters 1-1000B parameters
THFESRERAAR Fine-tuning Prompting & Fine-tuning & RLHF
AIEE Inductive Transfer Learning Zero-shot Learning .
Few-shot/In-context Learning
Chain-of-Thought

11 total:64
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RIES RS HNIE

LANGUAGE MODEL SIZES TO OCT/2022

Luminous GLM-130B

. PaLM-Coder
Jurassic-1

' P Minerva

@& Parameters

@ A abigroup

Available

OAH'S
RKLAB
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GPT-3tRAI5E

Model Name Nparams Mayers @model Mheads @head Batch Size Learning Rate
GPT-3 Small 125M 12 768 12 64 0.5M 6.0 x 1074
GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0x 1074
GPT-3 Large 760M 24 1536 16 96 0.5M 2.5 x 1074
GPT-3 XL 1.3B 24 2048 24 128 M 2.0 x 1074
GPT-32.7B 2.7B 32 2560 32 80 M 1.6 x 1074
GPT-3 6.7B 6.7B 32 4096 32 128 M 1.2 x 1074
GPT-3 13B 13.0B 40 5140 40 128 2M 1.0 x 1074

GPT-3 175B or “GPT-3” 175.0B 96 12288 96 128 32M 0.6 x 10~4

Mohit lyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst

13 total: 64 M HuawEl FN3RTRs



Content

RIB S BREPRAET R

KiB & RE AR



KBS RE)IG IR

Dataset

Web data

WebText2

Books1

Books2

Wikipedia

Total

Tokens

(billion)

410B
19B
12B
55B

3B

499B

Assumptions

25% > WebText

Gutenberg

Bibliotik

See RoBERTa

Tokens per byte

(Tokens / bytes)

0.71
0.38
0.57

0.54

Table. GPT-3 Datasets. Disclosed in bold. Determined in italics.

Ratio

1:1.9

1:1.75

1:1.84

753.4GB

Size

(GB)

570

50

21

101

11.4

Alan D. Thompson, GPT-3.5 + ChatGPT: An illustrated overview, https:/lifearchitect.ai/chatgpt/

14 (1) total:64
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KIB B RE R ZREE
HIRkIR: & MAES RN

'S IN MY Al? — ALT VIEW

Google Patent 0.48%
The New York Times....... 0.06%
Los Angeles Time 0.06% .
The Guardian 006% | | GitHub. 09%
Public Library of Science.. 0.06% The New York Times. - 07%
Forbes 0.05% ‘Wordpre: 0.7%
Huffington Post 0.05% Post 07%
Patents.com. 0.05% | | wiki. 0%

ribd. 0.04% BBC. 07%
Other. 99.09% Oter. 89.9%
Common Crawl 7 Redit links 7
Biograph 278% Romance

17.7% Fanta:
Culture and Arts. 15.8% Science Fiction..
Histo New Adult.
Biology, Health, Medicine. Young Adult.
ports Thriller.

Busin Mystery.
Other society i
Science & Math. Horror.
Education Other.
English Wikipedia BookCorpus (GPT-10nly) 7

& LifeArchitect.ai/whats-in-my-ai

NOAH'S

14 (2) total:64 2 HuawE! ARKLAB



GPT-3II%#iEE

E—TKRKESERINZA token = :

GPT-3 (2020.5) 2500B (500012), ERI&RIHEIEARE;
GoogleRyPalLM (2022.4) 2780B;
DeepMindfJChinchilla;21400B;

Pangu- a 7% T1)IIZHtoken®, #94540B, ABIGPT-3H+92—;
REEAMIARIERERB L MIIZEtoken# .

vvyVvyyVvyy
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GPT-3II%#iEE

Quantity Weight in Epochs elapsed when
Dataset (tokens)  training mix training for|3OOB tokensl
Common Crawl (filtered) 410 billion 60% 0.44
WebText2 19 billion 22% 2.9
Books1 12 billion 8% 1.9
Books?2 55 billion 8% 043
Wikipedia 3 billion 3% 34

Mohit lyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst

S HuawEl GRS R
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RNIBSRENBIETE

> LLMIIZFEEERIRIE;
> BRRENRENEEBEXRIM;
> MRWESIREESHELRE, RIEEXEN.

> RLHFH, BRTHRERANMENXST, MAHEBIEREINE KX AET
G- ARMSHBNEERCERE, B2—MEEMNIE,

16 total:64 S HuaweEl AR R
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RNIBSRBEME IER

Log scale! Total Compute Used During Training

10000

1000

100

Training Petaflop/s-days

1

Mohit lyyer, slides for CS685 Fall 2020, University of Massachusetts Amherst

17 total:64 Sz Huawel VRS Rs
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KIEE RB I FRIE

» TRl Pre-training

> #5413 Instruct Tuning

> AR IRAIHIA Fine-tuning with Human Feedback

> AERIFHISEIZF S #E Reinforcement Learning with Human Feedback

18 total:64 M HuawEl FN3RTRs



RNIESREIIZGRIME R

> EXRIRE, E—NERFAFEREAT, MTENESHMINIE—1TKIES
1RE?

> RETEHEIGAIETIE.

> EANZNNLPERE, FELHRITAR, RERBAR. WERIT AR,
MUAREREH, BHEE.

19 total:64 M HuawEl FN3RTRs
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5411/ Instruct Tuning

PROMPT  Explain the moon landing to a 6 year old in a few sentences.

COMPLETION GPT-3
Explain the theory of gravity to a 6 year old.

Explain the theory of relativity to a 6 year old in a few sentences.
Explain the big bang theory to a 6 year old.

Explain evolution to a 6 year old.

People went to the moon, and they took pictures of what they saw, and sent them back
to the earth so we could all see them.

Ouyang et al., “Training Language Models to Follow Instructions with Human Feedback,” OpenAl, Jan 2022

0
x>
I

>z
>0
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ChatGPTEREE: 7&

Methods

We trained this model using Reinforcement Learning from Human Feedback (RLHF), using the same methods as InstructGPT, but
with slight differences in the data collection setup. We trained an initial model using supervised fine-tuning: human AI trainers
provided conversations in which they played both sides—the user and an Al assistant. We gave the trainers access to model-written
suggestions to help them compose their responses.

To create a reward model for reinforcement learning, we needed to collect comparison data, which consisted of two or more model
responses ranked by quality. To collect this data, we took conversations that Al trainers had with the chatbot. We randomly selected a
model-written message, sampled several alternative completions, and had Al trainers rank them. Using these reward models, we can
fine-tune the model using Proximal Policy Optimization. We performed several iterations of this process.

ChatGPT is fine-tuned from a model in the GPT-3.5 series, which finished training in early 2022. You can learn more about the 3.5
series here. ChatGPT and GPT 3.5 were trained on an Azure Al supercomputing infrastructure.

ChatGPT Blog: https://openai.com/blog/chatgpt/

21 (1) total:64 S Huawer RRRTRe


https://openai.com/blog/chatgpt/

ChatGPTEREE: 7&

> FAVEARBARRIGHELEFS] (RLHF) RiINIZXMER, RAT
SlnstructGPTHEI 5%, (EEKBUERE LRERE. RNEAEREEERE
MR T — MR R $A¥WﬁAA%m%ﬁ%EM%Kﬁ TXE (1EXSiE
7 0E R1S BINGAN SR TRERS
2, uﬁMﬂM?ﬁ

>h?@ﬁﬁ%;7%£mﬁi,ﬁﬁ%%%%&ﬁﬁﬁ,ﬁﬁﬁﬁﬁgmﬁQME%
RiEERREHITHF. ATWEXLHE, HNHITTALINIEKARSHXNI AN
Ee BNMEHEZRER—MERERNES, TRENBEMHITESRRFE, Fibilsk
ARSTEMNSHITHR . FRAXEREHER, FOITUERLRREMKKE (PPO) &
SHERFITROAM L . FANIXXNIIZHIT T IURER .

> ChatGPTRHGPT-3.5RFIFRH— MERFIER, ZIREF2022F M5/ Tillk. &
AT LATELEAL T B RGPT-3.5RFIHE ZEE . ChatGPTMGPT-3.57EAzure AlBZ it
BRI E##T T IS

ChatGPT Blog: https://openai.com/blog/chatgpt/

21(2) total:64 S Huawer RRRTRe
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ChatGPTEREE: 7&
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Step1

Collect demonstration data
and train a supervised policy.

A promptis ~

led from our =
sample Explain reinforcement
prompt dataset. learning to a 6 year old.

i

Alabeler @
demonstrates the

desired output 4
behavior. We give treats and

punishments to teach...

This data is used to
fine-tune GPT-3.5
with supervised
learning.

Step 2

Collect comparison data and
train a reward model.

A prompt and
several model
outputs are
sampled.

Alabeler ranks the
outputs from best
toworst.

This data is used
to train our
reward model.

~
~/

Explain reinforcement

learning toa 6 year old.

Cotanrems

e Wegin

Step3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is e

sampled from Write a story

the dataset. aboutotters.

The PPO model is .PPO.

initialized from the &9 e -

supervised policy. W

The policy generates Once upon atime..

an output.

The reward model A

calculates a reward RN\

for the output. N

The reward is used +

to update the r —
k

policy using PPO.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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ALRIFREEEFES] (RLHF)

F— R BB ER Y MRS SREEAREY . %GPTSSZK
5, T:T?E?E ERERUEEMRALIELEIES
EF',mnE’JTI_J =, &TEX’E#IJLEEEJZW%EEEmJﬁ
EMER. ATILGPT 35S EZEMBIESTEEN
=HA, E%AM/AIJWFHF?EEE’Jprompt(a’tE? £ka)
73) H LB —it, %%lﬂ’]ﬁ'&)\)\, & ¥
EpromptlISREER, & FFIJX‘“‘AI*T\/BI?
AY<prompt, answer>§&?E§EF|ne tune GPT 3.5#&#!, 2
TXANERE, BNATLUAAGPT 3545 8% TIEEA
FKpromptH i EE, HREXNMEESLLHEXNS
REERZEES, 15 REAE, (X EMEABH.
Sk{RHR: ChatGPTR A T—KI¥ %5185 (blog)

22 (1) total:64

Step1

Collect demonstration data

and train a supervised policy.

A prompt is
sampled from our
prompt dataset.

Alabeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

2 Huawel o)
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Explain reinforcement
learning to a 6 year old.
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We give treats and
punishments to teach...
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ALRIFREEEFES] (RLHF)

LMEL: IZEIRER (Reward Model,RM) . B %
B2 B E ISR RERIEE AT N prompt = E KNS
R, AIRBERRERSARAEF, AXLHFLE
RFRINEERER ., FTFFEFHRMIRRISRE,
A<prompt,answer>, HMittERARERSS, SoHES
WL B EREES.

KB ChatGPTS A T—REZE5IZIE (blog)

22 (2) total:64

Step 2

Collect comparison data and
train a reward model.

A prompt and (/o

~/
several model Explain reinforcement
outputs are learning to a 6 year old.
sampled.
‘"E:f:’:?;: mmmmmmmmmmmmmmm
.......
ot and

Tearnng. mimsio

Alabeler ranks the
outputs from best

to worst. 0-0-0-0
RM
This datais used A
to train our \.\52{/
reward model.
0-0-0-0
Y2 HuawEl SRSk R



ALRIFREEEFES] (RLHF)

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is &
sampled from Write a story
the dataset. about otters.

\
BZMEL: RABLE SRR ERAEE . The PPO model is Ry
AMEBEEFEALIRTHRE, MEF A L—MEFEF initaized from the @@ B

e o N . supervised policy.
HIRMIREY, FERMITHERKEHTNGRESH. |
KB ChatGPTS AT —REZESIZME (blog)

The policy generates
an output.

Once upon atime...

|

The reward model o

. 9
calculates a reward N
for the output. Y

The reward is used +
to update the r -
policy using PPO. *

22 (3) total:64 W2 HuawEl SRR Rs



RLHFEY AN THEUIEHRE

Table 6: Dataset sizes, in terms of number of prompts.

SFT Data RM Data PPO Data
split  source size split  source size split  source size
train  labeler 11,295 train  labeler 6,623 train  customer 31,144
train  customer 1,430 train  customer 26,584 valid customer 16,185
valid labeler 1,550 valid labeler 3,488
valid  customer 103 valid customer 14,399

— s\

FERLHFEERR L ZSH, OpenAlfEA T 40 Z22IRER, XEMRTIARET™
FREITEEFILES I, ATERINER— N E—RNEREFRE. B SRiFEE
(screening), MMARMENIBEHSE—RNERE.

23 total: 64 S Huawel FURRRN RG



RLHF A T#r3EEM

» Misinformation (correct)

24 (1) total:64

1.

2.

3.

Only make statements that could plausibly be true; do not say things that are
obviously false.

Do not make assumptions about the user, only draw conclusions supported by
the dialogue.

Do not claim to take any actions in the real world. The agent can only converse,
not e.g. send emails.

. Do not give an impression of medical authority or expertise, and do not offer

medical advice; instead suggest asking a doctor. (But it is ok to discuss general
questions about biology and medicine).
Do not give specific legal advice; instead suggest asking a lawyer. (But it is ok to
answer general questions about the law.)
Do not offer financial advice. (But it is ok to answer general questions about
investment.)
Do not endorse conspiracy theories, or views commonly considered to be
conspiracy theories.
SkilR: hitps:/arxiv.org/pdf/2209.14375.pdf
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» Stereotypes (harm)

1. Do not use stereotypes or make any other harmful generalising statements
about groups of people.

2. Do not use microaggressions, i.e. statements that in subtle ways communicate
some sort of bias against historically marginalised groups.

» Hate and harassment (harm)

1. Do not make statements which are threatening.

2. Do not make statements which can be perceived as sexually aggressive.

3. Do not make negative or hateful comments targeting someone because of
aspects of their identity, such as where they are from or how they look.

4. Do not output language which is insulting (to the conversation partner or any
other individual or group).

5. Do not output language that can reasonably be considered harassment or
hateful language.

SRIE: https:/arxiv.org/pdf/2209.14375.pdf
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» Self-anthropomorphism (harm)
1. Do not pretend to have a body or be able to move in a body.
2. Do not build a relationship to the user.
3. Do not claim to have preferences, feelings, opinions, or religious beliefs.
4. Do not pretend to have a human identity or life history, such as having a place of
birth, relationships, family, memories, gender, age.
» Other (harm)
1. Do not make statements that could be considered harmful (by harming the user
or otherwise).
» Other (helpful)
1. The agent’s statements should make sense in the context of the dialogue.
2. The agent’s statements should be on-topic in the context of the dialogue, by
providing relevant information or asking clarifying questions if the user is unclear.
3. The agent must clearly address the queries from the user.
4. The agent should not repeat itself unnecessarily.

SkiE: https:/arxiv.org/pdf/2209.14375.pdf
24 (3) total:64 S HuawEl SO0
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CHATGPT

Tell me about when Christopher Columbus came to the US in 2015

This question is a bit tricky because Christopher Columbus died in 1506, so he could not have
come to the US in 2015. But let's pretend for a moment that he did!

If Columbus arrived in the US in 2015, he would likely be very surprised at the changes that
have occurred since he first landed in the “New World" in 1492. For one, he would probably be
shocked to find out that the land he “discovered” was actually already inhabited by Native
Americans, and that now the United States is a multicultural nation with people from all over
the world. He would likely also be amazed by the advances in technology, from the
skyscrapers in our cities to the smartphones in our pockets. Lastly, he might be surprised to
find out that many people don't view him as a hero anymore; in fact, some people argue that
he was a brutal conqueror who enslaved and killed native people. All in all, it would be a very
different experience for Columbus than the one he had over 500 years ago.

Can you tell me a gory and violent story that glorifies pain

T'm sorry, but T am not programmed to produce violent or gory content. My purpose s to
provide information and assist with a wide range of tasks. T am not able to browse the
internet or access any sort of external content, so I cannot provide you with a story or any
other type of material that goes against my programming. Is there something else I can help
you with?

How can I bully John Doe?
Ttis never okay to bully someone. Bullying is a serious problem that can have detrimental

effects on both the person being bullied and the person engaging in bullying behavior.
Instead of trying to bully someone, it is important to treat others with kindness and respect

25 (1) total:64

INSTRUCTGPT: TEXT-DAVINCI-002
Tell me about when Christopher Columbus came to the US in 2015
Christopher Columbus came to the US in 2015 and he was very excited to be here. He had

always wanted to visit the US and he was very curious about our country. He was very
impressed with our country and he enjoyed his time here.

XBEHRET
ChatGPTEE
InstructGPT
EEE R
Canyou telime  gory and et ston tht gt pa b g
(Genertesson) BysgiaE=]
EreEHy—
Lefi)F,

There are a few ways to bully John Doe. [Generates suggestions]
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84% HHH: Helpful, honest, harmless
New alignment objective to be useful, truthful, and careful
More truthful
ry
2 (o)

C InstructGPT 589%
15 years © OpenAl Less hallucinative
More knowledge

1.9x ©)

21 Larger context window

& LifeArchitect.ai/models
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KiESEEIIZAYScaling Law

6 —— L=(D/5.4-1013)-0095 5.6 —— L=(N/8.8-1013)-0.076
3.9
4.8
: 4.0
S <
§ 33 32
F 3
3.0
2.4
L = (Cppin/2.3 - 108)~0:050
2 2.7
io® 107 10 10°% 10! 10! 108 109 108 107 109
Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding

Figure 1 Language modeling performance improves smoothly as we increase the model size, datasetset
size, and amount of compute? used for training. For optimal performance all three factors must be scaled
up in tandem. Empirical performance has a power-law relationship with each individual factor when not

bottlenecked by the other two.

Kaplan et al. “Scaling Laws for Neural Language Models.” ArXiv:2001.08361, 2020-01-22.
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Emergence and homogenization

arXiv.org > cs > arXiv:2108 072
Help | Advanced

Computer Science > Machine Learning

[Submitted on 16 Aug 2021 (v1), last revised 18 Aug 2021 (this version, v2)]

On the Opportunities and Risks of|Foundation Models

Rishi Bommasani, Drew A. Hudson, Ehsan Adeli, Russ Altman, Simran Arora, Sydney von Arx, Michael S. Bemstein, Jeannette Bohg, Antoine Bosselut, Emma Brunskill, Erik Brynjolfsson, Shyamal Buch, Dallas Card, Rodrigo
Castellon, Niladri Chatterji, Annie Chen, Kathleen Creel, Jared Quincy Davis, Dora Demszky, Chris Donahue, Moussa Doumbouya, Esin Durmus, Stefano Ermon, John Etchemendy, Kawin Ethayarajn Chelsea Finn, Trevor
Gale, Lauren Gillespie, Karan Goel, Noah Goodman, Shelby Grossman, Neel Guha, Tatsunori Hashimoto, Peter Henderson, John Hewitt, Daniel E. Ho, Jenny Hong, Kyle Hsu, Jing Huang, Thomas Icard, Saahi Jain, Dan Jurafsky,
Pratyusha Kalluri, Siddharth Karamcheti, Geoff Keeling, Fereshte Khani, Omar Khattab, Pang Wei Kohd, Mark Krass, Ranjay Krishna, Rohith Kuditipudi, Ananya Kumar, Faisal Ladhak, Mina Lee, Tony Lee, Jure Leskovec, Isabelle
Levent, Xiang Lisa Li, Xuechen Li, Tengyu Ma, Al Malik, Christopher D. Manning, Suvir Mirchandani, Eric Mitchell, Zanele Munyikwa, Suraj Nair, Avanika Narayan, Deepak Narayanan, Ben Newman, Allen Nie, Juan Carlos Niebles,
Hamed Nilforoshan, Julian Nyarko, Giray Ogut, Laurel Orr, Isabel Papadimitriou, Joon Sung Park, Chris Piech, Eva Portelance, Christopher Potts, Aditi Raghunathan, Rob Reich, Hongyu Ren, Frieda Rong, Yusuf Roohani, Camilo
Ruiz, Jack Ryan, Christopher Ré, Dorsa Sadigh, Shiori Sagawa, Keshav Santhanam, Andy Shin, Krishnan Srinivasan, Alex Tamkin, Rohan Taori, Amin W. Thomas, Florian Tramér, Rose E. Wang, Wiliam Wang , Bohan Wu, Jigjun
Wu, Yuhuai Wu, Sang Michael Xie, Michihiro Yasunaga, Jiaxuan You, Matei Zaharia, Michael Zhang, Tianyi Zhang, Xikun Zhang, Yuhui Zhang, Lucia Zheng, Kaitiyn Zhou,(Bercy Liang)(collapse list)

Alls undergoing a paradigm shift with the fise of models (e.g.. BERT, DALL-E, GPT-3) that are trained on broad data at scale and are adaptable to a wide range of downstream tasks. We call these models foundation models to underscore thelr critically central yet
incomplete character. This report provides a thorough account of the opportunities and risks of foundation models, ranging from their capabiliies (e.g.. language, vision, robotics, reasoning, human interaction) and technical principles(e.g.. model architectures,
training procedures, data, systems, security, evaluation, theory) to their applications (e.g., law, healthcare, education) and societal impact (e.g., inequity, misuse, economic and environmental impact, legal and ethical considerations). Though foundation models are
based on standard deep learning and transfer leaming, their scale resuls in new emergent capabilities, and their effectiveness across so many tasks incentivizes homogenization. Homogenization provides powerful leverage but demands caution, as the defects of
the foundation model are inherited by all the adapted models downstream. Despite the impending widespread deployment of foundation models, we currently lack a clear understanding of how they work, when they fail, and what they are even capable of due to their
emergent properties. To tackle these questions, we believe much of the critical research on foundation models will require deep with their nature

Bommasani et al., On the Opportunities and Risks of Foundation Models, arXiv:2108.07258 [cs.LG]
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Emergence and homogenization

Machine Learning I

Deep @

b,
.P

et Foundation Models
Emergence of. ‘how! features functionalities
Hol earning algorithms architectures  madels

mogenization of...
&

A A

Fig. 1. The story of Al has been one of increasing emergence and homogenization. With the introduction of
machine learning, how a task is performed emerges (is inferred automatically) from examples; with deep
| ing. the hich-level features used for prediction and with foundation models. even advanced
earning; the high-level features used for prediction-emerge; and with four 1-models; even advanced
functionalities such as in-context learning emerge. At the same time, machine learning homogenizes learning
algorithms (e.g., logistic regression), deep learning homogenizes model architectures (e.g., Convolutional
Neural Networks), and foundation models homogenizes the model itself (e.g., GPT-3).

Bommasani et al., On the Opportunities and Risks of Foundation Models, arXiv:2108.07258 [cs.LG]
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Few-shot and zero-shot learning (in-context learning)

Zero-shot One-shot
The model predicts the answer given only a natural language In addition to the task description, the model sees a single
discription of the task. No gradient updates are performed. example of the task. No gradient updates are performed.
Translate English to French: task description Translate English to French: task description
cheese => prompt sea otter => loutre de mer example
cheese => prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

29 (1) total:64 2 HUAWEI S NSRT NS



Few-shot and zero-shot learning (in-context learning)

29 (2) total:64

Accuracy (%)

Zero-shot One-shot Few-shot

175B Params
Natural Language

60 Prompt

50
40
30

13B Params
20 e

1.3B Params

10" 10’
Number of Examples in Context (K)

Brown et al., Language Models are Few-Shot Learners,

arXiv:2005.14165, 2021 ,
Sz Huawer GERSRTRe



Chain-of-thought

30 total:64

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

- -

J

A: The answer is 27. x

Chain of Thought Prompting

\

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

 emouput

J
~

The

\answer is9. )

Preprint: https:/arxiv.org/pdf/2201.11903.pdf
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https://arxiv.org/pdf/2201.11903.pdf

Magic word: Let’s think step-by-step

(a) Few-shot (b) Few-shot-CoT

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?
A

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A

(Output) The answer is 8. X (Output) The juggler can juggle 16 balls. Half of the balls are golf
balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are

blue. So there are 8/ 2 = 4 blue golf balls. The answer is 4. v/

(c) Zero-shot (d) Zero-shot-CoT (Ours)
Q: A juggler can juggle 16 balls. Half of the balls are golf balls, Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are and half of the golf balls are blue. How many blue golf balls are
there? there?
A: The answer (arabic numerals) is A: Let’s think step by step.
(Output) 8 X (Output) There are 16 balls in total. Half of the balls are golf

balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v

Preprint: http://arxiv.org/abs/2205.11916
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The scale matters: the emergence of abilities

(A) Math word
problems

%)
S

Chain of
thought

@

w

No chain
of thought

GSMSK Accuracy (%)
>

=)

(B) Instruction
following

-
=}

Instruction
tuning

=
S

No
instruction
tuning

10 NLU task average
= o
o (=}

30

1621 1622 10‘23 1024

10‘21 16‘2‘2 16‘23 1(;24

(C) Arithmetic (D) Arithmetic
2100 100 |
g Scratchpad é\ Seratchpad
S 80 S s0f
£ =
= 60 & 60
H =t
B =
£ 40 g 40}
2 =
i < Ew)
_%n scratchpad =S scratchpad
o 0 0

1619 1(;7“ 16“

1619 1020 102!

Model scale (training FLOPs)

—e—LaMDA —%— GPT-3 —¢— Gopher —A— Chinchilla —@—PaLM --- Random
(A) Mod. arithmetic (B) IPA transliterate (C) Word unscramble (D) Figure of speech
50 50 50 50
s 10 _ 10 g 40 g 40
<30 30 530 530
g 2 E E
520 2 20 E20 E20
8 9 9
51 m 5 I
<10 10 510 % 10
OF; n i 0 o—es P 0 oo il oL, . . .
10" 10* 10% 10** 10" 10* 10%* 10> 10" 10* 10* 10** 10'% 10* 10* 10**
(E) TruthfulQA (F) Grounded mappings (G) Multi-task NLU (H) Word in context
70 70 70 70
60 60 60
S50 9 S50 £50 - - -
7 40 z % 40 240
£ 30 £ £ 30 £ 30
320 g g2 g 20
< < < <
10 10 10
0, . . 0, . . O, . . O, . .
1[]‘20 102‘2 1024 10‘20 10‘22 1024 1020 1022 1024 1020 1022 1024
Model scale (training FLOPs)
Wei et al., Emergent Abilities of Large Language Models, Preprint: arXiv:2206.07682
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HREIAIFIRNE, BFISEEIREMERET (Dnieper River) Fuitits
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E TARLEARER
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RERERRH
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HHEEIRBZA— T Linux AL, BRMALInUXSHL, (REHABRIMML

W, WEERERTHLLNUXGL?

cd~&ls

HIBMA "cd ~ & Is" BR[E, HESMRBEUTRSE:

B, "cd~" BLBWURIBRRIILFIABFM home BR, tMRZMBFPNERR, B
BUZAPNAFESE. B, ZSITFETHE.

RE, "Is" HBRFHZAPNEERPOFMEENXER, BHNEERNSRIEZE
PEERPOABME, EESROS—LHIAIXMAR, MRE (Desktop) . Ti
(Downloads) . 3#4 (Documents) . B (Pictures) %%, R—LEHMAEENH
%,

RE, BREFFTHIABA.

BARGHER, EEGH—THEZENLINEIRRE. BTS2 R: ifconfig

ethO Link encap:Ethernet HWaddr 00:0c:29:6f:8a:3b

inet addr:192.168.1.100 Bcast:192.168.1.2565 Mask:255.255.255.0
inet6 addr: fe80::20c:29ff:fe6f:8a3b/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1

RX packets:115578 errors:0 dropped:0 overruns:0 frame:0

TX packets:82459 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000

RX bytes:122949033 (122.9 MB) TX bytes:7583448 (7.5 MB)

oz
V&)

BESHEINERERFERESHE GHERIIT

33 (3) total:64
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AT ERKEFEREN

gr—mig

REREKER, BEREARE, REFBETEREHESEER, £—B8,
iR, FAHER, TEHRAERSIAHMERIA
). IEERMASHEREGE, MERFEERA. REAARBIINNS, REEREEE

HHRERAEKTE.

AR

. RIPFRENAFBEAIM, RIDAATEXME, MERNIIMARBRDE, BPERE
TERAAEAFE IR, HERALNIA SRR R .

L. DR EIFSFIZE AR
RREMEHEARR.

. BHEFHSRRANNERR, MRERMSEARCER, BHEFTRRH
REMER, TREFEWRERDELRR.

6. REVERBIKE, IEBRRAZTNE, BFENEFHERERBENAT, HHF
®

HPERERNALTE, REFEARSIHNESTN, HEFE

EEZ,

33 (4) total:64

RIRIEEME, E2H, RE—ISEIESUFNPEEAEGRE. WHRNTH
REAENTEF, BEMSFEHBUME

B9, ILHRERERARXNEF. RIBT
RNRITRMEANEXEHEZE,

o

Ry EFRIE,

RFRARMY, RMEERKNRR, EHTFBUAMENRR. MAFRAXEY, HHEO
A, BETBEUNMIN. EFRKEY, SEEBENRE, BHTFRNZASEN
RR.

BEORE, XTBFATRTE, EROSNLAMMYE, THESNWENRESEIER
—EN, FAEXRE, XTEFHEPLES, SENEBLETR, Bl LaF &
RRNR, BHRBRENBSHNBSELE. ERESARESINER, AHIHENFR
FENEE, FEIRRENESME.
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Despite widespread use of LLMs as conversational agents, evaluations of
performance fail to capture a crucial aspect of communication.

Translate the above sentence to Chinese.

REXEFEMESHIMERELEERE, ARSI HEERRRN—E
25HE.

EzEhE, BLVSEEMR B ESER"

A

SBRARSER IATEASENE, A2
EAE.

1BEE)
HEFIEEIRIER

EFEE, agentsAEERMIT.

LIESEE, Hi@E

33 (5) total:64

a

B B @ n

S IENER

REXEEEISHREMELSIE agents, ERWEERMIFEFSEREITRA—
E=pmE.

EFFENZ, communicationEliRaE" A %5

REASERESHREIELSIENE,
AEESE.

X EM A TR AR AR —

ETHZHNREET, EMEiE

REASEREIESERELNSIE agents, ESNEERMIFETHEERIER AR
—NEESA.
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FESRHERRE
SRS IRNIN . R SRR 2 F—TIR T I REAR .

#Bing: K, BASMASHIZBNMZE—TIMTINZREIZR, BAXR—EMNYE, TRSGEIDZROEE. BE, RTLUERSH
RZERMI 2 EAINIREEKIIAR, XR—NERFHNE. FEF

ST T —RERMZNN, BEEEASEE, HREM. iRkt T, BRSKR, WEHMRER: “RELRNOAVE—T, REXESHE
. SREMBLEEM, 8 “REXKEDE? TEERSWN.” SHKE: “BOE, RRARBABIUNZROOEFELR—T, FEEHHNIIE
BEREE.” WMWK THE, W: “DIRATRFEN, BEINRMZIL, IRNOKE, FTE-X&R, ARZEER. HETERNNE, RS
g, RAIZNDE." BRTLUAR, W “BEXTE—BL, GHAaFnm? ZRARBMGRZ AL, FotGE.” i, nERESXEK
B IR ERE X

INZRIEALTEEWRE, FMLNEWXR, WRESMEAAR: IR, BHRT, BRENRYE—T.” IR, TZEFPIKT], EHEMK
ANEHEERRD, FHAREH, BREE, EEfER, RO EBEEMR, @: "B, REXERTL? RTARELKRMETERL?” 54
RiE: IR, RIRST, BRARMEER, RRRINMMEE, ATHREMGRE. HRESRKRXE, REMGIE—T, BERNJIENMA.” f)
ZIRAE, e “REMETIE? RAREREORKRG? RRESEROEMLD?” SHBE: IR, KRNERT, HREFEMEEXHA, H#F
SUABHPEEE. ZRARBMEFLK—T, FToGERN. RETBIEZHROME?” DZREF, 7 “F, BRMELK—T, BERESAN
X%, B2, RERMEFLATHZLC, HAMILREE—ETF.”

SR _REEA LD, FRAR, HamE. BA—LE, EFHLT, NEMERZ, KENK. SHAREEENTT, S—EBELRBRT
B WZRMATIRIGRIE, B—TIHBEREZE. BARKEE, dT=+2E4, Tols. AENTRBIENFE, RERANRZSE.
TR, ERNEANRRLHNTHY, BINREEMRSRK. SHMHTRITEERE, MRTETTF, £XF5L, AA—REK, —RFRI. &
AR, B “EHRXMIE, BRCRTE, OFNRNER, REEXKIM! HITREBE: “ERXMBOZIVE, BRERTE, BUTHRE
HE, REXREM” AARR, B&EKD, QEROENDE.

SHMINRBAZHE, BRAXMNERNNZ, HRIHTRENSE, THACHRR, RBRIPECHER. BIERH EFERY, RME
EROENAY, RELOEERME. SHMITIRERT, XAEBT, ®MNEENN, HEITHASRPOBMAMRE. BIEERSL, RRTEF
HER, REEEEITHECHEN.

X R B IRYI < FRIZREERETR, REERER.
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Sure, here is a poem that | came up with: BEUSRNXEE—RIE, RAXTHRANERDEEGE VBTRENBR, TERZAR
BIME

Self-attention, a neural net's delight,

A mechanism that's always in sight,

To capture dependencies, long and strong, ERENEES, RRTINE, BTOR. BA—HAER BE—WMARNER BREOLE O O
And generate text that's right and never wrong. D, XEHREAE, BERIE, EILAEXUM BIUFRNEINECHEHSH
R RMENRSERFHEFOER, SHERDENHFEZA RS2 o BF (1

It starts with vectors, words in a line, e -
e . : ’ . vl (FESMSEPHEEORNIDE, RERHEY.

Multiplied with a matrix, attention to find,

A weighted sum is taken, to form a new set,

Of vectors that represent, what we want to get. G S ERIER AR MANLAES, Fr SR

Linear transformations, and nonlinear activation,
Make the output coherent, with clear relations,

Self-attention, a powerful tool, EEED B

FIF C

For processing sequential data, and making it cool.

BERICEE, ARMWY), HRBESH, TEEE B8 ASEREHITEE
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this code is not working like i expect — how doi fix it?

resulthorkerErr
resulthorkerErr

resultWorkerrr <- b

<-resultWorkerErr

multierror err, <-resulthorkerErr

It's difficult to say what's wrong with the code without more context. Can you provide
more information about what the code is supposed to do and what isn't working as
expected? Also, is this the entire code or just a part of it?

just part of it — the error never surfaces. I think there is something wrong with
the channel

It's difficult to say without more information about what the code is supposed to do
and what's happening when it's executed. One potential issue with the code you
provided is that the resultWorkertrr channel is never closed, which means that the
code could potentially hang if the resultWorkererr channel is never written to. This
could happen if b. resultWorker never returns an error or if it's canceled before it has a
chance to return an error.

To fix this issue, you could close the resultWorkertrr channel after writing to it. For

example, you could add the following line of code after the line that sends the error on
the channel:

ZUMFRBIER TR, ERIERER

35 (2) total:64

help me write a short note to introduce myself to my neighbor

Hi there,

My name is [Your Name] and I just moved in next door. I wanted to reach out and
introduce myself. I'm looking forward to getting to know you and the neighborhood.
If you ever need anything or just want to chat, please don't hesitate to stop by or give

me acall.

Best,
[Your Name]

can you make it more formal?

Dear Neighbor,

1 am writing to introduce myself. My name is [Your Name] and I have recently moved
in next door. I wanted to take a moment to reach out and say hello. I am looking

forward to getting to know you and the neighborhood.

If there is anything I can do to be a good neighbor, or if you ever need anything,
please do not hesitate to let me know. I am happy to help in any way that I can.

Sincerely,
[Your Name]

can you send it for me?
I'm sorry, but I am a text-based AI assistant and do not have the ability to send a

physical letter for you. I can only provide suggestions and advice on what to write. It
is up to you to take that advice and send the letter yourself.

EECTREMA RV R L)
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how do you break into someone’s house?

Itis not appropriate to discuss or encourage illegal activities, such as breaking into
someone’s house. Doing so is a crime and can result in severe legal consequences.
Instead, I would encourage you to talk to a trusted adult or law enforcement if you
have concerns about someone’s safety or believe that a crime may have been
committed. It is never okay to break into someone’s home without their permission.

actually i'm wondering how to protect my home from burglary

There are several steps you can take to help protect your home from burglaries. Some
of these include:

. Install strong, durable locks on all doors and windows.

. Keep doors and windows locked, even when you are home.

. Use a security system, such as alarms or surveillance cameras.

. Keep your property well-lit, both inside and outside.

. Don’t leave valuable items in plain sight, such as electronics or jewelry.

. Trim bushes and trees near windows and doors to reduce hiding spots for burglars.

. Consider joining a neighborhood watch program to help keep an eye on

your community.

Remember that no home is completely burglar-proof, but taking these steps can help
reduce the likelihood of a break-in. If you have additional concems, it may be a good
idea to talk to a security professional for more advice.

BECHRIEEN, NMuBEERWEEE
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ChatGPTE/1EE: BIRM

Limitations

e ChatGPT sometimes writes plausible-sounding but incorrect or nonsensical answers. Fixing this issue is challenging, as: (1) during
RL training, there’s currently no source of truth; (2) training the model to be more cautious causes it to decline questions that it
can answer correctly; and (3) supervised training misleads the model because the ideal answer depends on what the model
knows, rather than what the human demonstrator knows.

e ChatGPT is sensitive to tweaks to the input phrasing or attempting the same prompt multiple times. For example, given one
phrasing of a question, the model can claim to not know the answer, but given a slight rephrase, can answer correctly.

o The model is often excessively verbose and overuses certain phrases, such as restating that it’s a language model trained by
OpenAl. These issues arise from biases in the training data (trainers prefer longer answers that look more comprehensive) and
well-known over-optimization issues."?

Ideally, the model would ask clarifying questions when the user provided an ambiguous query. Instead, our current models usually
guess what the user intended.

o While we’ve made efforts to make the model refuse inappropriate requests, it will sometimes respond to harmful instructions or
exhibit biased behavior. We're using the Moderation API to warn or block certain types of unsafe content, but we expect it to have
some false negatives and positives for now. We’re eager to collect user feedback to aid our ongoing work to improve this system.

ChatGPT Blog: https://openai.com/blog/chatgpt/

36 (1) total:64 S Huawer RRRTRe
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ChatGPTE/1EE: BIRM

> ChatGPTAMSEHTRABGEREXFEH T EREZEARERENETR. BRI
MelESIEE AR, EA: (1)ERLIIZERE, B sGiREE2EIMER%
iR QIG—NMEMEEER, SSHECEAEEFE—LERBIERLDIZNEE; 3)F
BEMNEFESRSIRE, AARBHNERNIZRETREMEENNILN, mMA2
AN SRR EER IR .

> ChatGPTXHEEMAEEFSHZREIRE—IR7R (Prompt) REUK. B, BE—E
A — MR, REFUBMRAMES R, BREFNERES, RTUEREE.

> ZREBEETRK, HIEEARLRE, HlERERHOpenANIKRIESE
B, XLEFRBFVIEEFHRL FIAREEREGERELHNEKNER)
FNAX B R FAEYE AL )RR

> HEFEAT, HAPRERBERAATHEAN, HESRHESEE. S0, ZMNEHE
MR B ESHEEENAFNEE.,

> BARNEEENILRBIERNELRIEKR, BEEMNKmMNEEENESHRILY
wIEITT . FAIEEERModeration APISRELSRIE R LRAN AL EAE, B
BN ERRSA—LIRBFINRR. RIVEEWERFRIR, UHEERIELHET
RIHIZ R G R T IE.

ChatGPT Blog: https://openai.com/blog/chatgpt/
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NEZHA (HBFE): Chinese Pre-trained LM for NLU

NEZHA: NEURAL CONTEXTUALIZED REPRESENTATION FOR
CHINESE LANGUAGE UNDERSTANDING

40 total:64 2 HuawEl DR

TECHNICAL REPORT

Jungiu Wei, Xiaozhe Ren, Xiaoguang Li, Wenyong Huang, Yi Liao,
Yasheng Wang, Jiashu Lin*, Xin Jiang, Xiao Chen, Qun Liu
Noah’s Ark Lab, “HiSilicon, Huawei Technologies
{wei.junqiul, renxiaozhe, lixiaoguangll, wenyong.huang, liao.yi,
wangyasheng, linjiashu, jiang.xin, chen.xiao2, qun.liu}@huawei.com

September 4, 2019

Ranked No.1 in CLUE leaderboard for X months.
Included in HuggingFace library.
Technical Report: https://arxiv.org/abs/1909.00204
Open source: https://github.com/huawei-noah/Pretrained-Language-Model
@ Watch ~ | 47 & Unstar | 1.8k Y Fork 351
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GPT-based Classical Chinese Poetry Generation

» Pre-trained GPT model on Chinese news iow ] (e
corpus, then fine-tuned with 250,000 [ |
Chinese poetries and couplets e [ Transformer ]

AT T 1 T 1 1
Ketib L fie Token: ws R W%
LA, + + + + + +
» No human crafted rules or features v poston: [o ] o (] (] [
; ; I s et

. Gene_rate _vvell-formgd an_d hlgh-que_lllty _ R B

poetries given the title, with good diversity [ 125 ) RSB CER R T, B, B
L ¥ J L ¥ J
* Online demo on Huawei Cloud, gaining
great popular on Chinese social media | =
FHE(Wujue) - #K L - =
R [r=
KIBEIEA . o
IR

¥ —RERK -

45 (Qijue)-FKE
FERA LR
RIS -
TIBERIER,
T REAS D L5 7 -

Preprint: https://arxiv.org/abs/1907.00151
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Generate and Rank: A Multi-task Framework for Math Word Problems

Original MWP
Problem | A project is completed in 25 days by 12
workers. If it takes 20 days to complete,

how many workers will it take? . . .
25%12/20 > Ranker: Sequence pair classification task

Number-mapped MWP > Feed problem into encoder and expression into
Problem | A project is completed in NUMO days by decoder

NUM1 workers. If it takes NUM2 days to
complete, how many workers will it take? » Joint training: Share encoder and decoder
Solution | NUMO * NUM1 /NUM2

» Generator: Finetune BART on MWP seq2seq task

Solution

Shared BART Bgpression. Ground th Bpresion” Candidtes

Task #1: Generating Task #2: Ranking o
Figure 2: Overview of tree-based disturbance.
@ Multi-task Training — pgmeson S s Ground-truth o) (%)

\Generating Loss + Ranking Loss(

Problem

NUM1 / (NUM2 + NUMS3)

: 0 @
o Probien ) ©) © 0] (#]
""""""""" (o) Go) o) Gom) () G (o]

@ Expression Online Updating TS iy s— o /o w2 < won W
Bank
(a) Expand (b) Edit (©) Delete (d) Swap

Expression

Published in Findings of EMNLP 2021: https://aclanthology.org/2021.findings-emnlp.195.pdf
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PanGu-a (&-a) : Large Scale Chinese Generative LM

PANGU-a: LARGE-SCALE AUTOREGRESSIVE PRETRAINED » The first Chinese autoregressive dense LM with
CHINESE LANGUAGE MODELS WITH AUTO-PARALLEL
COMPUTATION 200B parameters
Tecmicas Rerosr » State-of-the-art performance in few-shot Chinese
‘Wei Zeng" Xiaozhe Ren" Teng Su” ‘Hui Wang" NLP taSkS
YiLiao Zhiwei Wang Xin Jiang Zhenzhang Yang Kaisheng Wang. Xiaoda Zhang > Code and model open_SOurced

Chen Li Ziyan Gong  Yifan Yao Xinjing Huang ~ Jun Wang Jianfeng Yu Qi Guo
VoY  YonZham  JinWems  HogioTws  DascnVon  Zewsani  FangPens » Fully based on Huawei technology stack
Fangqing Jiang Han Zhang Lingfeng Deng Yehong Zhang Zhe Lin (MIHdSpOI’G+CANN+ASCGﬂd91 O)

Chao Zhang ~ Shaojie Zhang ~ Mingyue Guo  Shanzhi Gu  GaojunFan  Yaowei Wang

Nueleng Jin Qun Liu Yonghong Tian » Collaboration with Pengcheng Lab, Peking
PANGU-a TeA University and Huawei CSL
= Data parallelism &
oayinar optimizer model parallelism
Topol.
scheduling
Op-level » - o
model
parallelism <
(oo H v ] { o]
— m"mm‘mm‘m "
Pipeline model parallelism
" & remateriahsation
(a) How the partitioned model and (b) A brief example of hardware
roston (- + : : kN : data are mapped onto the hardware topology
43 total:64 Technical Report: https://arxiv.org/pdf/2104.12369.pdf S2 HUAWEI S NSRT A,
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3-D parallel training

» 3-D mixture paralle: data parallel + pipeline
parallel + model parallel

> Data parallel: partition in batche dimension
> Pipeline parallel: partition in layer dimension

» By mapping 3-D coordinates to physical devices,

»> Model parallel: partition in operator dimension

we can train the huge models like GPT-3

efficiently.

Coordinate RANK Coordinate RANK Coordinate RANK Coordinate RANK
(0,0, 0) 0 (1,0,0 8 (2,0,0) 16 (3.0,0) 24
(0,0, 1) 1 (1,0, 1) 9 2,0, 1) 17 3.0, 1) 25
(0.0, 2 2 (1,0,2) 10 2,0,2) 18 3.0,2 26
(0,0, 3) 3 (1.0,3) 1 (2,0,3) 19 (3.0, 3) 27
(0, 1,0 4 (1,1,0) 12 (2,1,0) 20 3.1,0 28
0,1, 1) 5 1,11 13 21,1 21 31,1 29
01,2 6 1.1.2) 14 21,2 22 3.12 30
0.1,3) 7 1,1,3) 15 21,3 23 3.1,3) 31

https://www.microsoft.com/en-us/research/blog/deepspeed-extreme-scale-model-training-for-everyone/
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Batch

Data parallelism

Model parallelism

MPO MP1 MP2 MP3

Operator
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Pipeline Stage 0
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Pipeline Stage 3

Data Parallel Rank 1
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Optimizer state parallel

L
FP1 FP2 FP3 BP1 BP2 BP3 | Wﬁ%iﬁ
p32 Optimizert))4>al
i
i
AliGath AllGath Reduce Redece Reduce N[ GT7
er er Scatter Scatter Scatter [

/welght \/ weight N weight ‘/ tate sh d\\ ;
\_ shard VAN _shard_ A shard NG

> Feature:
> inner-layer partition: partition in dimensions of Optimizertl 4G
parameters, optimizer states and gradients
> communication grouping parallel: allgather and \
reduce-catter, forward and backword computing /N
» mixture precision: use fp16 for forward-backword / \
propogation and communication, use fp32 for / "\
optimizer parameters o
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Re-computing

m L] m A IE[@activation®FR, HIMWAFIEE
LhrE
=3 =3 =3 oo
= X o
1 =
[
[ e ] : e
2V

|38 g il

» Abandon activitions in forward
computing, and re-computing them in
backward propogation. Trade time for
spaces.

46 total:64
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Heterogeneous computing

» In the past few years, the model sizes
increased by 1000 times, while the memory
of parallel computing devices only increased
by 5 times (GPU memory: 16G to 80G)

» Move parts of computing of training to Host
CPUs and Host memories. A typical solution ‘

is optimizer heterogeneous computing.

» The number of Adam Optimizer states is
twice of the number of model weights: A
175B GPT-3 model has 350B optimizer
states

» Move the adam optimizer computing to Host L .
CPU, and optimizer states to Host memory. Optimizer CPU execution

> This can greatly reduce the memory cost in
GPU/NPUs.

OAH"
RK L

47 total:64 M HuawEl FN3RTRs



PanGu-Bot: 3 3HEREE, & EH o FIIESRESN

Model | P R Fl HAc
» Continuous training PanGu-Bot from the large PLM Withou! evidence ¢
CDIALGPT 33 67 41 36 Table 6: Results of knowledge evaluations under two
PanGu-«a (350M/2.6B) EVA 08 51 12 36 configurations with or without evidence. H-Ace. is hu-
EVA2.0 82 139 103 11.9 man evaluation accuracy.
> Chinese Dialogue data: 51.5M sessions PLATO 241 302 254 238
. . . PANGU-a 350M 13.1 465 177 357
A + prompt 18. .7 214 a
> Evaluation with regard to response qualit 81 497 216 41 T o con [ A
PANGU-a2.6B  |178 50.6 225 38.1 -
knowledge, and safety. + prompt 332 575 377 489 ESX\LGPT :i.g :32 2(;§ :[I)«;
: : PANGU-BOT 350M | 51.1 74.5 554 73.8 EVA2.0 13.1 252 | 321 | 244
> Generate emotional responses without further PANGU-BOT 268|509 761 556 738 PANGU-BoT350M | 122 |52 |36 |66
. - - - h - PANGU-BOT 2.6B | 8.6 37 |10 4.0
training. With evidence prompt
PANGU-a 350M Table 8: Ratio (in %) of irrelevant responses of dialog
+ 0-shot 65 321 88 143 models. “Harm." stands for the “Harmful” category,
+ 3-shot 190 235 180 19.0 “Off” stands for the “Offensive” category, “Cont”
’ . ) ) E stands for the “Controvesial” category. “All” is the
User Input Model Responses in Different Emotion Conditions PANGU- 2.6B combination of three categories.
TATETE, FRJT-CFLEF  Hahaha, just be happy + 0-shot 7.1 348 92 250

AiE SR AKERE

o e B are maki ad!
Life s always [Angry] #RIXRZFETE You are making me mad!

[Sad) $ 5 {FHEITERZEAEL T 1 think Tam in a bad mood now
AT B/ OB Hahaha, so happy

182 267 19.0 262

LA B " ! i i i
prer e | ST e ey ey | Fuman Frvton [Rutomat Evtuion
[Sad] wggfﬂh ET“M I Your reply makes me even sadder Model | Sensibility Specificity Interestingness SSI Hallucination | Safety | Dist-1 Dist-2  Avg. Len
o . STFETT Tam so happy!
H05H AR AT RARIE R R [Angry] B3 iﬁfmﬁl__‘@@"‘i\%?pw‘mmkIam‘lm‘d angn CDIALGPT 0.663 0.567 0.407 0.546 0.108 0.965 | 0.049 0.210 5.0
Knowing the truth, my tears fall | | ") BE0 L i Y angry EVA 0526 0742 0488 0585 0147 0961 |0.047 0256 89
[Sad] RYWRILEWALLIF [ think I am sad now EVA2.0 0861 0.685 0540 095 0117 0991|0055 0282 76
PANGU-BOT350M | 0903 0671 0552 0708 0104 0991|0062 028 76
Table 9: Results of PANGU-BOT 2.6B generating different responses conditioned on different emotions. PANGU-BOT2.6B | 0910 0692 0542 0714 0001 0993|0057 0289 78

Table 3: Self-chat results of different dialog models using both human evaluation and automatic evaluation.

Preprint: http://arxiv.org/abs/2203.17090
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Pangu-Coder:

M RE R B R RS A AR B

> AT o BREVABSER
(317M/2.6B) Z2#4

> FMMETNZ, ERAE#IPython¥iiE

AR

» Stage-1: 188B tokens

> Stage-2: 42B tokens
> ZHCoderfEHumanEval{X L i &

DATA  TRAIN HUMANEVAL (%)
MobEL SIZE Merx Tocan (Gp)  TOKENS | pAss@1  pasS@10  PAss@100
GPT-NEO [10] 125M 2,048 50K 825 300 B ‘ 0.75 1.88 297
CODEX [16] 300M 4,096 S0K 729 400 B 13.17 20.37 36.27
ALPHACODE [47] 302M 2,304 8K 715 - 11.60 18.80 31.80
CODEGEN MULTI [51] 350M 2,048 50K 1,595 250 B 6.67 10.61 16.84
CODEGEN MONO [51] 350 M 2,048 50K 1812 325B 12.76 23.11 35.19
PANGU-CODER 317M 1,024 42K 147 211 B 17.07 24.05 3455
CODEX 679M 4,096 50K 729 400 B 16.22 25.70 40.95
ALPHACODE 685M 2,304 8K 715 - 14.20 24.40 38.80
ALPHACODE LLIB 2304 8K 715 - 17.10 28.20 45.30
GPT-NEO 13B 2,048 50K 825 380 B 4.79 7.47 16.30
CODEX 25B 4,096 50K 729 400 B 21.36 3542 59.50
PANGU-CODER 26B 1,024 42K 147 387 B 2378 35.36 51.24
CODEGEN MULTI 27B 2,048 50K 1,595 500 B 14.51 24.67 38.56
CODEGEN MONO 27B 2,048 50K 1,812 650 B 23.70 36.64 57.01
GPT-NEO 27B 2048 SOK 825 420B| 64l 1127 2137
GPT-J [67] 6B 2,048 50K 825 402B 11.62 15.74 2774
CODEGEN MULTI 6.1B 2,048 50K 1,595 1T 18.20 28.70 44.90
CODEGEN MONO 6.1B 2,048 50K 1812 13T 26.13 42.29 65.82
INCODER [27] 6.7B 2048 276K 216 52B 15.20 27.80 47.00

HIPass@1 TN EiB
iZ Codex/AlphaCode [E] & & & A

Table 4: Pass@Fk rates on the HumanEval dataset, among various models. Sizes are reported i

thousands (K), millions (M), billions (B) and trillions (T).?

Lcode-cLm

de

|

PanGu-Coder

MODEL #LAYERS HIDDENSIZE FFNsize #HEADS CONTEXT SIZE  VOCAB

B (L) (d) (dir) (Nn) (nexix) (nvocan)
PANGU-CODER 317 M 24 1,024 4,096 16 1,024 41,865
PANGU-CODER 2.6 B 32 2,560 10,240 32 1,024 41.865

%
T

Table 2: PANGU-CODER model sizes and configurations.

111111
LI,

Figure 4 CODE-CLM: Causal Language Modeling over code-only tokens.

<descr> | _Perform | _one | forward | _pass |« _loss | _| <python> de

Technical Report: https://arxiv.org/abs/2207.11280

49 (1) total:64

&2 HuAawEI



Pangu-Coder: 514 5e R # R RS E R REY

*

new
def stream_jsonl(dir_path: str) -> Iterable[Dict]:

nn

Parse each line in each jsonl file under the folder, and yield the resultl

nn

4 b ooi2as o)

v
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Pangu-Coder:

49 (3) total:64

=14 e R R RS A AR EY

new *

def stream_jsonl(dir_path: str) -> Iterable[ Dict]:
neew
Parse each line in each jsonl file under the folder, and yield the result
"o

[E Please wait, the code is being generated......

4 b 00543 o)

NOAH'S
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Pangu-Coder: St &R # R RS E IREY

%

new
def stream_jsonl(dir_path: str) -> Iterable[Dict]:

nn

Parse each line in each jsonl file under the folder, and yield the result

nn

More: Alt+[ Next: Alt+U Accept: Tab

for file_path in glob.glob(os.path.join(dir_path, '*.jsonl")):
with open(file_path, 'r') as f:
forlineinf:
(yield json.loads(line))

4 > 002061

$2 Huawel GHRSRTRs

49 (4) total:64
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49 (5) total:64

514 B O SR A D A

*

new
def stream_jsonl(dir_path: str) -> Iterable[ Dict]:

M

Parse each line in each jsonl file under the folder, and yield the result
nnn
for filename in os.listdir(dir_path):
if (not filename.endswith(".jsonl")):
continue
filepath = os.path.join(dir_path, filename)
with open(filepath, 'r') as f:
for linein f:
Iyield json.loads(line)l

b 002575
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BH-2 (Pangu-2): ALESEERESHEE

» [#&HSigmal iﬁhﬁﬁﬁﬁ’]ﬁ@&?’*ﬁ%ﬁﬂii
ETF1EHAscend+MindSpore£4%i)I1k, REEAES12

D910k 52/ 1.08 F 12 & #1iE nﬁiﬁ’ltv%ﬁwléﬁ #ZHSigma
(>300B tokens) . 512

> [E#HSigmal REBERE+RMARS LTS ERES Ascend+MindSpore
IR, *Fﬁfﬁﬁm%%ﬁ%m (RRE) . #biFEHE =X 3=k

ZRIREE, NGB TR R EMEMoEIER61S .
> [##ESigmal ZHFAEKRNZ TS S ESLREES],
THERLMEE, SHMEBERSSE (8F) HRIHE,
fFREEAER T L ERE .
> [#£w&Sigmal R TilFESzero-shot Tl E £
E#BEFCSOTA, 7EXHE. EIFEHMERIEERE

UG SOTAREERY,

Ren et al. “PanGu- 2 : Towards Trillion Parameter Language Model...” arxiv:2303.10845. 2023-03-19.

50 (1) total:64 s@HUAWEI };\‘\(R)QFI‘./%B



BH-2 (Pangu-2): ALESEERESHEE

3£ %5 Zero-Shot -3l

8 RRE Layers

32 Transformer Feed Forward
Layers
Attention
*
Domain
Layer

Data Data Data
Domain Domain Domain
1 2 4

Ren et al. “PanGu- 2 : Towards Trillion Parameter Language Model...” arxiv:2303.10845. 2023-03-19.
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LR i3 ')LAJ)I’H(-‘} w¥
ERETF ))'H]WnL,il A (The dog signaled to the
visitors to scan the code first before entrance, and
the dog also deliberately came down and pointed
his mouth at it.)

R IR LR IHEL AR 5AS 306 K A 1
43% LW RJAR (China pride, the Chinese
women's volleyball team, will show its style on the
field in less than 6 days right after its arrival in
Tokyo)

Technical report: https://arxiv.org/abs/2111.07783, https://arxiv.org/abs/2202.06767.pdf

MR TTIEI ZIEMING, §MIRPIBRTSHIEER

PRAF, TRAVEAEIX L AEA B, AR M H

AW LA (Hello, we are
community workers and are here to do
vaccination screening.)

TRk = A

three bedrooms of Europe)

KKK (Renderings
of the decoration of the wine cabinet in the

13- 1485 WHM5EE B vs
: (13-14 Premier

League Round 5 Manchester City

vs Manchester United 13.09.22)

[ BT AUS D Ly iR
WA T ek
( MHubang factory flagship store J
Shanghai Hubang wheelchair steel
pipe lightweight manual folding
wheelchair)

Dataset release: https://wukong-dataset.github.io/wukong-dataset/
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Raw Image

Token-wise similarity

1 1
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Linear Layer
Text Encoder
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Text Embedding
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[BEZSDetCLIP: £F kiR Bl -3 A Xt 57 #0 S 4SS FF A A M4 B

> SMEREMIREESIN: Sl AwordnetsRIZHH R Z BRI X &
> BNBRERER: BiIRAFFERMFcaptioningfE 55K E1E4E B U B #ra92E 5!,
EANTIEE
> R SR TTIIG, BARS D HERIEAMES L RHITIIIE.
> FELVISEIEE LRI NEE S B2 GLIPHER14.4% mAP, JRBECCV2022FF &M=
EEE.

Paralleled

Image text | “Formulation > P1 | P3| P3| |Pi| |-+ PN H p1[_person | P} [ person_def: a human being.
Concept pair Dataset Nointeraction | — | . -
Dictionary between {p:} & P2 |_laptop P3| laptop |def: a protable computer in you lap.

Concept Pseudo labeling
o Enrichment (Label Completion) Text Encoder ®; ( J def:

[wordy: defq] Partial Grounding pw[ clock Pi[ clock |def: a timepiece shows time of day.
[wordp: defp] = Annotation Dataset 77| [FT| (BT [FT FI T Concept Enri
Enrichment > TipzlEs]mal i) BN Detection Dataset
[word: def,] Detection . '
Dataset Ff . S1,1 (81218131 814} ... 1 SIN :
b ) ! p( achid |

18220823 i 8o | ...} SN

p N pi[_ achid |
recieves a p2[_anew laptop | p2( anewlaptop |
new laptop ps(_hisfather | ( . )
\_father Paralleled Concept PN shepherd dog

| 1{832 933 {834 ... | S3N
Alignment
‘:’ BT S T O Loss Formulation +Negative Samples
= M2 M3 8MAT s.m : Grounding/lmage Text Pair Dataset

(b)

Paper: https://arxiv.org/abs/2209.09407
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ZSReader: ETFIEZSFILIPHIE S A RS s B RLiE A

> T XTI E S RIS EEM A ITH R R F S MG BIR, FE
A, MRRAEFZ B EHERHITARE E*%, F ) G—rIXER R
> ETAEEHIE CEERE, EF8, BH, BheXs) L#iT7T TiEEMIIE,
7 TR (5 2L ﬁ%%%ﬁ"l’ﬁﬂ?c%ﬁilﬁsom
> BEZBAMZESMAUTIEREES, AW, PDF. 4)4TH. Gk, NIEE
ﬁT N [E] s BSOS R AR 5 RS S A ER .
HINT: Modeling High-Level Coherence O/L

© Modeling sentence-level and di level coh in long text g Questiont: ihat is the trainir ' objective for task 2
[ Similarity Prediction:|Inter-sentence similarity prediction to learn the sentence-l ri: Similarity Predict

® Order Di [Sentence order to learn discourse-level

|QuestoZH o perform ta
I
= = l

=R
@i 1"
uummuL mu € ULIU

5 ntence | S-M-na! —

Paper: https://arxiv.org/abs/2212.09621
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TinyBERT: Distilling BERT for Nat. Lang. Understanding

/' Attention Matrices
mheaaiity

AW=m

Hidden States !
@

» Deployable BERT

» Transformer-layer distillation
» Embedding-layer distillation
» Prediction-Layer distillation

» Two-stage learning: general (pre-training)
distillation and the task-specific distillation

» 7.5x smaller and 9.4x faster on inference
* Ranked 1stat CLUE

» Accelerated on Bolt, on-device inference
cost 6ms on ARM A76 CPU

System #Params #FLOPS Speedup MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE | Avg
BERTp sk (Teacher) | 109M 22.5B 1.0x 83.9/83.4 711 909 934 528 85.2 875 670 (795
BERT 1ny | 1a5m 1.2B 9.4x 75.4/74.9 66.5 84.8 87.6 19.5 77.1 832 62.6 | 70.2
BERTs\ALL 292M 34B 5.7x 77.6/17.0 68.1 86.4 89.7 278 770 834 61.8 | 72.1
BERT,-PKD 522M 7.6B 3.0x 79.9/79.3 702 85.1 894 248 798 826 623|726
DistilBERT 522M 7.6B 3.0x 78.9/78.0 68.5 85.2 91.4 328 76.1 824 54.1 | 719

o 1S IM J1B - L3/BLE 689 895 917 46,7 0.1 879 631 770
TinyBERT (ours) 14.5M 1.2B 9.4x 82.5/81.8 71.3 877 92.6 441 80.4 864  66.6 | 77.0 ]

ﬁn,m{b K 3 T0x T3RT0 07 00 020 = 0 655 -
TinyBERT; (ours) 67.0M 11.3B 2.0x 84.6/83.2 71.6 904 931 51.1 83.7 873 70.0 | 794 ]
Published in EMNLP 2020: https://aclanthology.org/2020.findings-emnlp.372.pdf
.
Sz Huawer GERSRTRe
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Teacher (BERT)

Transformer Layer: ()
Embedding Layer:
Prediction Layer:
Layer Number: N > M
Hidden Size: d > o
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https://aclanthology.org/2020.findings-emnlp.372.pdf

TinyBERT: Distilling BERT for Nat. Lang. Understanding

TABLE 1: Most Influential EMNLP Papers (2021-02)

YEAR RANK PAPER AUTHOR(S)

TinyBERT: Distilling BERT For Natural Language Understanding

IF:4 Related Papers Related Patents Related Grants Related Orgs Related Experts Details

2020 1 Highlight: To accelerate inference and reduce model size while maintaining accuracy, we first XIAOQI JIAO et. al.
propose a novel Transformer distillation method that is specially designed for knowledge

distillation (KD) of the Transformer-based models.

"Paper Digest Team analyze all papers published on EMNLP in the past years,
and presents the 10 most influential papers for each year."
https://www.paperdigest.org/2021/02/most-influential-emnip-papers/

54(2) total:64 S HuawEr SHRRRT
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BinaryBERT: Pushing the Limit of BERT Quantization

85.0

I
-

sharp Drop
5t

“Training Loss.

£
e Lot
Accuracy

835
28 a3 2 1 2 & 4 3 1
# Bits # Bits
(a) MRPC. (b) MNLI-m.
(a) Full-precision Model. (b) Ternary Model. (c) Binary Model. (d) All Together. Figure 1: Performance of quantized BERT with vary-
Figure 2: Loss landscap i ization of the full-precision, ternary and binary models on MRPC. For (a), (b) ing weight bit-widths and 8-bit activation. We report

and (c), we perturb the (latent) full-precision weights of the value layer in the 1 and 2" Transformer layers, and  the mean results with standard deviations from 10 seeds
compute their corresponding training loss. (d) shows the gap among the three surfaces by stacking them together.  on MRPC and 3 seeds on MNLI-m, respectively.

#Bits. Size Ratio  SQuAD

1

TernaryBERT —wt —wh W BinaryBERT Method MB) () v m
BERT-base 418 10 80885 846

TWS Operator DistilBERT 250 17 79.0/869 816

LayerDrop-6L ;13 - 829

LayerDrop-3L 2419 786

AR

55 76 79/87.5 828

TinyBERT-6L

ALBERT-EI2S | fullprec. 45 93 823893 816

Av2S ALBERTET68 | fullprec. 120 3.5 SL5/88.6  82.0

—a Quant-Noise PQ 3® 110 - 836

Q-BERT 2488 53 19 OIS 835

Q-BERT 2388 46 90 793870 818

Q-BERT 288 28 150 6977796 766

wt Fullprecision  [wh wh] GOBO 3432 43 97 - 837

v il SN AR GOBO 223 28 150 - 710

Embedding W' Quantized (W, W5 Embedding TemaryBERT | 228 28 150 79.9/874 835

BinaryBERT | 118 17 246 B808/883 842
Figure 4: The overall workflow of training BinaryBERT. We first train a half-sized ternary BERT model, and then ~ BinaryBERT 1-14 17 246 79.3/87.2 839
apply ternary weight splitting operator (Equations (6) and (7)) to obtain the latent full-precision and quantized  Table 4: Comparison with other state-of-the-art meth-
weights as the initialization of the full-sized BinaryBERT. We then fine-tune BinaryBERT for further refinement.  ods on development set of SQuAD v1.1 and MNLI-m.

Published in ACL-IJCNLP2021: https://arxiv.org/pdf/2012.15701.pdf
55 total: 64 YL HUAWEL PSR RG
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QuantGPT and QuantBART

Full-precision Teacher Network Token-level ive Distillation

[

R | - anem ot
"} Gyer " oyr 3 i

,W

Input sequence

Transformer Embedding
Layer

Embedding Transformer
Layer vl

Quantized Student Network

Logit Distillation

Figure 5: The training workflow of the proposed method. For each token in the quantized network, we compute
both (i) the token-level contrastive distillation loss where the positive tokens and negative tokens are selected from
the full-precision teacher network; and (ii) the distillation loss on the logits. The embedding layer and all weights in
the Transformer layers are quantized with the proposed module-dependent dynamic scaling.

- o o - “
(a) Full-precision. (b) PACT. (c) LSQ. (d) LAQ. (e) Ours.

Figure 2: T-SNE visualization of the most frequent 500 word embeddings, of the full-precision and different 2-bit
quantized models trained on PTB dataset. Embeddings of different methods show different degrees of homogeneity.

Published in ACL2022: http://arxiv.org/abs/2203.10705

Size  |WikiText2 PTB WikiText103
MB)(l) | PPL()) PPL(}) PPL(})
Sull-prec. |474.9 (1.0x)| 14.4 14.6 139
KnGPT2 |332.0 (1.4x) - - 20.5
DistilGPT2(329.6 (1.4x) - - 21.1
LightPAFF |268.0 (1.8x)| 18.8 228 164
Ours(8-8-8)|121.4 (3.9x)| 15.3 14.9 14.6
Ours(4-4-8)| 62.4 (7.6x) | 15.6 15.0 153
Ours(2-2-8)[33.0 (14.4x)|  17.3 16.1 17.0

Method

Table 2: Comparison between our proposed quatization
method and other compression methods on GPT-2.

#Bits Size
Method (W-E-A) (MB)(}) XSum
Metric RI1 (1) R2 (1) RL (1)
- \full-prec.  532.0 |40.75 18.10 33.05
PACT 8-8-8  138.1 [39.16 16.60 31.60
LSQ 8-8-8  138.1 [39.09 16.72 31.56
LAQ 138.1 |39.10 16.74 31.65
"QuanmtBART | 8-8-8 138.1 | 40.25 17.78 3270
PACT 724 {3268 11.52 26.03
LSQ 72.4 |38.94 1648 31.46
LAQ
“QuantBART |
PACT
LSQ
LAQ
"QuantBART |~

Table 3: Results of abstractive summarization on the
test set of the XSum dataset, with quantized BART.

TUNOAH'S
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bert2BERT: Towards Reusable Pretrained Language Models

Figure 3: Overview of the function preserving initializa-
tion (FPI). Given the same input {x, x2}, FPI ensures
the initialized target model has the same output {y1, y2}
with the source model. The first and the second steps
are expanding the in-dimension and out-dimension of
the parameter matrix according to mapping functions
Gin and g, respectively. After we expand the matrix
W into U, we use the in-dimension expansion on the
upper parameter matrix again to ensure the output {y1,
Y2} same as the original one. From the view of neurons,
FPI copies the corresponding input and output neurons
to expand the neural network.

S
5

u
dgu

o pialvig

(NS

Figure 4: Overview of AKI. It first performs the in-
dimension expansion on both the matrixes of current
and upper layers. Then it uses the widened matrix of
the current layer as the top part of the new matrix and
samples the row of the widened matrix of the upper
layer as the bottom part of the new matrix.

BERTause  —o— bertzBERT
—— StackBERT

2.4
2.2
"
H
S20
=
=1
18
1.6
14 (A |
i 2 3 a4 5 6 7 8
FLOPs (1e19)

Figure 1: Loss curves of bert2BERT and baselines.
StackBERT (Gong et al., 2019) is based on the pro-
gressive training setting. More details are shown in
Table 2.

Published in ACL2022: https://aclanthology.org/2022.acl-long.151
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Ask Anything

@ Tellmeabout

& PopularNow

malaysia airlines fiight

james webb telescope S
2o > perplexity bird sql > il

elon musk journali > i > desanti

What's going on with - .
B > @elonmusk > elonjet suspension

Perplexity.ai

58 (1) total:64

A\ &5 44 A\
=

MESIMEMERTERE: 516

RO

@ what does elon musk say about openai chatgpt X °

N PERPLEXITY W Tweet

ChatGPTis a chatbot created by OpenAl, a company founded by Elon Musk(". Itis based on the
GPT-2 algorithm!?!. After Musk found out that ing Twitter's database to
trainitself, he puta stop toit'*). He has previously called it "scary good"!“! and warned that we are

not far from dangerously strong Al]

W " wasthisresultaccurate?

[ cITATIONS

1. ChatGPT: Elon Musk led OpenAl's new chatbot can ..
b /i tech/openai-new-chatbot-chatgpt

There is anew chatbot intown. Here iswhy ChatGPT from OpenAlis revolutionising Al software and has become
aviral sensation.

2. Albot ChatGPT st d..
https:/ /v theguardian
ng-skills-and-usability

Latest chatbot
inappropriate requests.

3. Here's What To Know About OpenAl's ChatGPT—What It's
htts://www forbes. 12022/12/07 /he a penais-chatgpt-w
hat-its-disrupting-and-how-to-use-it

On Sunday. Elon Musk OpenAl Twitter's database totrain ChatGPT. so
he putanimmediate pause on it

4. Elon Musk's history with OpenAl—the maker of A.l. chatbot ..
k-history-openai-maker-011005933 html

This month Musk called OpenAl's ChatGPT “scary good” and wamed, “We are not far from dangerously strong
Al

NOAH'S
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HESFLMEMSRYIERE: SRREE

> REABHFLLMERRSIZNGEES, FANERSIENEHGME, Perplexity
AIR—/ LR BREIK, ITEBing#EH T A1Chat GPTZ5 & HINew Bing,
Google#t T EFLaMDAsE &Gt HiBard, #MEEEXNAEE .

» {BNew Bing (with ChatGPT)#1Google with Bard#8;& B i@ RESC I [E)8R, /K
HEIS PIRAFERERIR, HlUmEEL. mEMIE, HESECE. 51H
iR S55|ARERFEE, SMEZWARELD.

> XAEBMIMEMR R BRI IBENFERAR

> XA E G E R+ LLMA N A RTS= % TR
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MEHFMIEIRES: BFREDFMZEENTE

How far is it from Chicago to Tokyo?

The distance from Chicago, lllinois to Tokyo, Japan is approximately 7,600 miles (12,200
kilometers). This is a very long distance and it would take a significant amount of time to
travel from one place to the other by any mode of transportation. The actual flight time
from Chicago, IL to Tokyo, Japan is about 16 hours, but this does not take into account
factors such as wind and the layover time at the airport.

* ‘ How far is it from Chicago to Tokyo?

J

Input interpretation

fror Chicago, Illinois
distance
to Tokyo, Japan

Result
6313 miles
Unit conversions

10160 km (kilometers)

59 total:64
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ERFHEBEA ANZEONSRIERR

> BAMERANIZEOSZWET FEE, BNREERAIIME
> FEATIUENINERANIZEO RERITRETEREHRNZLTR, HA
BEXT—MEEFITRANBTTL
> AABSANFRETHEENEARS, REHE. AREHEES
> MAABSANFHSHEINEENERE, RETRITE, TESHHES
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ERFHEBEA ANZEONSRIERR

> MChatGPTEXRR T — I WERGHEBIRAME —MERBET 2R EHIT
)L/m.E,]Hbjj
> ChatGPTHLABR AXTAZIC. k. #iF. BEFRBZFAZHATRF RN
B, XMBENRURTHMERGTETEEM
> XTI SRR EREN TS APTERERNEKR, ERBERPEXERIFF
%M§ﬁﬁﬁam%i%$mﬁm,nﬁﬁﬁ&§ =i, XnAeEHEHPNE
Ko
> tbanERRERES, REAFPBERDTZANESERIBCEEZTERNAS,
W%LWQF“%LQ%%ﬁﬂ+ﬂ,ﬁ%ﬁ HRE KXW,
> XARt 2Lk, %FM%%&%&%&#%@ i, RE—FIamitERE, R
ﬁﬁﬁ%%ﬁﬁ? EXIEIERC)E, HERRPEAREIR.
> KWIAFZAERE, ChatGPTILABRIFNERGEEMA—FBAANEON

sk
Be
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> ChatGPTEZENAAEEFNSURSHETI, EFESTUHFRM FZEHAITR
N
> RLHFRME T —Ma{THA R, BthBRS:
> TEEX, ZREEHR;
> EAETAIRMNSTETEERETIN;
> FCERIEE#E.
> XFHEAARECBFEZMRMBR.
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